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Editors’ Summary: Risk assessment is one tool of legal and policy decision-
making, and one that may play a large role in establishing nanotechnology pol-
icy and regulations. In this Article, Jonathan Gilligan analyzes different meth-
ods of risk assessment and applies these methods to nanotechnology. Gilligan
challenges the notion that people perceive and react to risk in a logical way,
postulating that both experts and laypeople are susceptible to irrationality
when it comes to risk perception. He concludes with a determination that a sin-
gular approach to risk management of nanotechnology may not be enough;
rather, multiple risk management methods should be utilized depending on
qualitative assessments of different nanotechnologies.

I. Introduction

Environmental hazards associated with nanotechnology
present particularly difficult problems for regulators. The
classic stepwise approach of problem identification, quanti-
tative assessment, and management1 provides little guid-
ance because both the quantity and variety of nanomaterials
being produced by industry are growing exponentially and
substantially outpacing our ability to identify potential haz-
ards, much less to measure and characterize their effects. It
is important to establish a risk-management regime that is
flexible enough to achieve its goals in an atmosphere of
great uncertainty and rapidly changing information. Before
addressing the difficulties of identifying and assessing
nanotechnological hazards, we must determine both the
goals of a regulatory regime and the criteria for judging
its success.

Whatever the goals of a government policy, a primary cri-
terion for success must be public legitimacy.2 If the public

will not accept a policy, then no matter how sound the rea-
soning behind it, the policy will not work. The public may
ignore a rule, change the rule through political pressure on
legislators, or override the rule through referenda or action
in the marketplace.3

But there is more to making policy than catering to public
taste. Regulatory policy should also aid the smooth func-
tioning of markets. Buyers and sellers require information,
and where important information is not readily available,
regulations may seek to provide it.4 Producers and consum-
ers must be able to plan for the future, so regulations should
create clear and predictable responsibilities and liabilities,
and buffer the effects of surprising new information.

Markets do well at managing many aspects of voluntary
exposure to hazards, but regulations are necessary to man-
age the hazards of involuntarily exposure both by keeping
the danger within acceptable limits and by ensuring that the
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risk is fairly distributed across the population—that certain
identifiable groups of people are not unfairly exposed to dis-
proportionate hazards.5

The goals of a regulatory policy should be: to create regu-
lations acceptable to the public; to promote the smooth func-
tioning of markets; and to protect people from excessive and
unfair involuntary hazards. The last criterion is complicated
by the fact that we should consider hazards of omission (de-
privation) as well as commission (exposure). As well as po-
tentially creating serious environmental hazards, nanotech-
nology can also potentially reduce pollution by permitting
cleaner, more energy-efficient manufacturing.6 Trade offs
between two competing hazards are a staple of risk manage-
ment, but in the case of nanotechnology, the competing haz-
ards and benefits have so much overlap that they may be
analogous to the Food and Drug Administration (FDA) bal-
ancing the active hazard of dangerous or ineffective drugs
against the passive hazard of “drug-lag.”7

A large part of recent debate over the regulation of envi-
ronmental hazards takes place within a dichotomy between
utilitarian (cost-benefit) and precautionary approaches with
little apparent middle ground.8 Strictly precautionary ap-
proaches to hazard management may give arbitrary, exces-
sive, and unjustified weight to hazards of commission while
neglecting hazards of omission.9 However, utilitarian ap-
proaches, particularly the currently fashionable framework
of quantitative cost-benefit analysis, function best when
competing hazards can be assessed with great accuracy and
precision. All too often, scientific uncertainty about hazards
and difficulties precisely quantifying the value of life,
health, fairness, and hedonic utility render the results of
cost-benefit tests ambiguous and require tiebreaking proce-
dures outside the utilitarian framework.10

Cost-benefit studies of nanotechnology are particularly
impractical because not only can we not measure the haz-
ards and benefits of nanotechnology, it is too soon to have
even identified in more than the vaguest sense what those
hazards and benefits will be. We will not be able to establish
now or in the near future a precise set of rules for governing
nanotechnology. Rather, what is imperative is to establish a

process for developing rules in the face of uncertainty and
for adapting to the inevitable surprises that will come. This
process must be able to maintain a broad sense of trust
across all the stakeholders—government agencies, indus-
try, consumers, and others—and be resilient in the face of
the unexpected.

However, a purely precautionary approach to nanotech-
nology would deprive us of its potentially enormous bene-
fits while we sort out our uncertainty about its potentially
enormous dangers. Much nanotechnology does not promise
to revolutionize industry or benefit the environment. Rather,
it offers improved tennis racquets, better baseball bats,
better colors for cosmetics, and similarly minor and evolu-
tionary improvements in a broad range of products.11 Ap-
plying a somewhat precautionary approach to such products
will not deprive us of important breakthroughs. On the other
hand, where nanotechnology offers truly important and rev-
olutionary benefits, a more risk-acceptant position would be
appropriate. I propose that we can find useful guidance in
the way the Food and Drug Administration Modernization
Act of 1997 balances costs, benefits, and precaution through
the use of a fast track for important drugs within a default
precautionary posture.12 The FDA has been harshly criti-
cized both for being too slow to get useful drugs to market,
and for being unduly hasty, as in the case of Vioxx. Nonethe-
less, the FDA has not suffered a crisis of public confidence.
While the implementation of the fast-track mechanism has
been criticized, the general approach appears to retain legiti-
macy, so it seems feasible to approach nanotechnology with
different levels of precaution for different substances based
on the importance of their potential use.

II. Assessing Nanotechnology’s Risks

One widely used rubric for assessing risks, laid out in a re-
port of the National Research Council,13 entails four steps:
problem identification, dose-response assessment, expo-
sure assessment, and risk characterization. First, we identify
specific hazards: for instance, do inhaled nanoparticles
cause lung cancer? Next, we measure the dose-response re-
lationship: how much nanomaterial must someone inhale to
double their risk of cancer? Third, we measure exposure:
how much nanomaterial would a typical person inhale dur-
ing the course of a day? Finally, we characterize the risk by
combining three of the previous steps to describe the range
of possible hazards and the degree of danger each poses.

This approach does not work well for nanotechnology for
several reasons. First, the term “nanotechnology” is often
used imprecisely, which makes it hard to clearly define
which risks and benefits belong properly to the field. Nano-
technology refers to synthetic materials with particle sizes
between one and a few hundred nanometers. However,
nanotechnology is also a marketing buzzword. Many man-
ufacturers suggest that products such as sunscreen,
makeup, bicycles, and baseball bats are superior because
they contain nanotechnology and promotional literature
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may stretch the term beyond its scientific definition.14

Hazards from nanoparticles vary significantly with parti-
cle size, so imprecise boundaries on what constitutes nano-
technology obscures distinctions that are critical for accu-
rate environmental and health risk assessment, and thus
threatens to inflate estimates of the economic value of true
nanotechnology—to compare the cost of apples and the
benefit of oranges.

Some forecasts suggest that the market for products con-
taining nanotechnology will reach tens of billions of dollars,
even one trillion dollars or more within a decade and employ
over two million people worldwide.15 Nanotechnology may
transform industry and benefit the environment by permit-
ting cleaner manufacturing, creating new ways to clean up
pollution in the environment, and increasing the efficiency
with which we use energy and natural resources.16 Nano-
technology could revolutionize medicine, allowing us to
tinker with our bodies at a molecular scale, repairing defec-
tive genes, cleaning plaque from our arteries, and destroying
cancerous tumors.

It is uncertain whether nanotechnology will deliver on all
that has been promised in its name. At one time, the Internet
was going to create a “long wave” of prosperity, make reces-
sions obsolete, break America’s dependence on foreign oil,
and drive the Dow to 36,000.17 Other technologies brought
similar exaggerated promises: Nuclear energy would be too
cheap to meter.18 Antibiotics would permanently eliminate
infectious disease.19 The green revolution would eliminate
hunger in the Third World.20 Whether nanotechnology turns
out to be truly revolutionary, a bust, or a modest, evolution-
ary success remains to be seen. Most of the benefits we are
promised are still quite far from the marketplace and most
current nanotechnology provides, at best, modest improve-
ments to conventional products.21

It is also difficult to assess the risks of nanotechnology.
Practically all nanotechnology in current products is “pas-
sive:” it doesn’t actively manipulate its environment. In the
future there will be great emphasis on “active” nanotech-
nology that does manipulate its environment. This may in-
clude small machines—particles that change their size or
shape in response to external or internal stimulus—and one
can even imagine the sort of microscopic robots beloved by

science fiction writers. It has been proposed by the Interna-
tional Risk Governance Council that the hazards of nano-
technologies be divided into two “frames:” Frame 1 will
treat hazards of passive technologies while Frame 2 will
treat the hazards of active technologies.22 Because active
nanotechnologies are in their infancy, there is a much
greater lead time to consider their hazards. Managing risks
of passive nanotechnologies is more pressing, so this Article
will focus primarily on Frame 1 hazards.

There is such a wide range in size that different types of
nanoparticles present completely different hazards. Ten-
nanometer particles can easily slip through membranes into
the bloodstream or into cells while 100-nanometer particles
generally do not.23 The chemical properties can be signifi-
cantly changed by altering the size and shape of the nano-
particle and experience with asbestos suggests that particle
shape may be as important as size.

Assessments of the risk of small particulate matter in air
pollution have repeatedly found that these particles are more
deadly than previously believed, so there is good reason to
worry about the effect of engineered nanoparticles.24 On the
other hand, one can ask whether there is any reason to pay
special attention to nanotechnology when there are so many
other sources of nanoparticles in the environment—notably
diesel exhaust and industrial production of carbon black,
both of which produce much greater amounts of nanoscale
material than the nanotechnology industry.25

Hazards can involve the special chemical properties of
nanoscale particles. Atoms at the surface of nanoparticles
are often much more chemically active than they are on
larger surfaces.26 This is attractive to people who want to
make more efficient catalytic converters to reduce pollution
from combustion. It presents the possibility of using
nanoparticles to clean up pollution from soil and groundwa-
ter. But the prospect of persistent catalysts in the environ-
ment may pose serious threats to the environment. Consider
another persistent catalyst in the environment: stratospheric
chlorine. In the 1930s, Thomas Midgley, fresh from invent-
ing leaded gasoline, dealt the environment another blow by
inventing chlorofluorocarbons (CFCs).27 These compounds
were miraculous because they allowed refrigerators to re-
place toxic or explosive coolants with something that was
cheap, nontoxic, and nonflammable. Midgley demonstrated
the safety of CFCs by inhaling it by the lungful and blowing
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out candles. Little did anyone know that CFCs in atmo-
spheric concentrations of parts per trillion would be able to
destroy almost all the stratospheric ozone over an area larger
than the continental United States.28 Such a small concentra-
tion of a pollutant could have a huge effect because chlorine
atoms from the CFC molecules acted as catalysts, which al-
lowed a single chlorine atom to destroy as many as 100,000
molecules of ozone.

Could environmentally persistent nanoscale catalysts
pave the way to a similar surprise? Could nanocatalysts de-
signed to helpfully catalyze the oxidation of hydrocarbon
pollutants run amok and deplete natural organic matter from
the soil, rendering farmland barren? Such a scenario might
be a lower-tech version of the familiar “gray goo” story,
but without requiring complex autonomous robots. It
seems unlikely, but may fall into the category of low-proba-
bility/high-consequence risk for which even staunch
utilitarians recommend a degree of precaution.29

As nanotechnology moves from passive (Frame 1) sub-
stances toward active (Frame 2) devices that exert some
control over their surroundings, it becomes even harder to
predict what the actual risks will be. The gray goo and
superintelligence scenarios of science fiction, which worry
Bill Joy and Richard Posner, among others, seem suffi-
ciently improbable and sufficiently distant in the future that
they need not concern nanotechnology regulations crafted
for the next few decades. But one thing seems clear: the his-
tory of anthropogenic environmental hazards suggests that
the most serious problems associated with nanotechnology
are likely to be ones we have not yet imagined.

Once we identify potential hazards, assessing their mag-
nitude—dose-response, exposure, and characterization—is
similarly daunting. Obtaining good measurements of expo-
sure and dose-response relationships is exceedingly diffi-
cult and uncertain. As we do these assessments, we must
keep in mind the question of whether the risks of nanotech-
nology deserve special consideration, with greater scrutiny
than other environmental risks. We only have detailed risk
assessments for exposure to a handful of the tens of thou-
sands of industrial chemicals in common use, so it is diffi-
cult to say whether some of these may be much more dan-
gerous than most types of nanoparticles.

30

Many hazardous substances become more hazardous in
combination with one another than alone, as seen in syner-
getic interactions between asbestos and tobacco smoke or
between fenfluramine and phentermine in Fen-Phen. If we
consider the sheer number of possible hazardous combina-
tions of nanomaterials, it might be statistically impossible to
obtain valid epidemiology even from a population of hun-
dreds of millions.

All of this means that any attempt to balance the risks of
nanotechnology against the benefits it offers will be domi-
nated by uncertainty. This uncertainty is clearest when we
look at how the insurance industry views nanotechnology.
The chief executive officer of SwissRe, a major reinsurance
firm, identifies nanotechnology, global warming, and ter-

rorism as the three great threats to the insurance industry
and writes:

Nanotechnology is not a manageable or even yet a defin-
able field of risk. It is on the insurance industry’s agenda
because of concerns over “nano-toxicity” or “nano-pol-
lution” and because nano-products are expected to be-
come omnipresent across industry sectors and countries.
This introduces the possibility of long-latent, wide-
spread, and unforeseen claims.31

The great fear is that nanotechnology will produce the next
generation of asbestos litigation.

Where science can provide clean and accurate answers to
our questions, we can make policy in a fairly technocratic
manner. Public interest groups are not clamoring for popu-
lar input into the selection of alloys to make cars or air-
planes. Scientists and engineers enjoy a great deal of trust in
these areas.

However, when science is uncertain—when hypotheses
cannot be rigorously tested and when measurements are
fraught with large error bars—the role of experts in making
policy is much more complicated.

III. Risk Perception

One approach to risk assessment starts with a general defini-
tion that risk equals probability multiplied by consequence.
However, people do not usually treat risk in their lives using
mathematical formulations.

32 A more nuanced definition of
risk might be that risk equals perceived probability times
the sum of consequences plus outrage.33 Risk is inherently
an emotional concept, and while some people would like
to divorce it from psychology and treat it as a cold calcu-
lation of net utility, this is not politically realistic and is
not, in my mind, consistent with democratic respect for the
public’s concerns.

There is a voluminous literature on the psychology of risk
perception which demonstrates that when people—experts
or laypeople—face uncertain risks, they behave in predict-
ably irrational ways.34 Irrational thinking about risks poses
two types of danger: First, people (including experts) may
neglect or dismiss real risks and thus expose themselves and
the public to danger. Second, they may exaggerate small or
negligible risks, and in overreacting, deprive the public of
important goods. If consumers distrust and reject a product,
it will disappear from the market just as surely as if a regula-
tory agency banned it.35
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A small sample of such irrational behaviors includes:

� People tend to focus on familiar risks. For instance,
people spend a lot more time and money making sure
their homeowner’s insurance covers broken windows—a
fairly minor hazard they could easily manage out of
pocket—than making sure they are insured against cata-
strophic floods that could ruin them financially. People
are usually more concerned whether their health insur-
ance covers doctor visits for scrapes and allergies than
long-term care for Alzheimer’s or other disabilities.36

This type of thinking applies particularly to the prob-
lem-identification step of risk assessment. There is a
practically infinite number of possible hazards associ-
ated with any technology, and if we spent all our time
making lists of novel ways to die, there would be no time
to manage the real risks we already know about. Both
laypeople and professional risk managers generally
practice a form of bounded rationality: at some point
they stop looking for new risks and start managing
known risks.37

This can be harmful, though. When engineers from Mor-
ton Thiokol, who manufactured the solid rocket motors
for the space shuttles, warned the National Aeronautics
and Space Administration (NASA) on January 28, 1986,
not to launch the space shuttle Challenger in cold
weather, NASA responded that careful studies had pro-
duced six thick volumes of risk-management procedures
that constituted the flight readiness review, and that if the
behavior of solid rocket motors in cold weather was not
on the official list, it was not worth worrying about.38

The result was the destruction of the spacecraft and the
deaths of seven astronauts. Officials charged with man-
aging floods tend to plan for the last flood instead of
treating a variety of flood hazards.39 We have not yet be-
gun to scratch the surface of identifying possible hazards
associated with nanotechnology, and it is important not
to shut the door prematurely on problem identification,
nor to become overconfident that we have identified all
the important risks.

� Certain hazards, such as shark attacks or terrorism,
evoke such dread that people take disproportionate mea-
sures to avoid them, even if the probability of those haz-
ards is small. This leads to irrational responses. For in-
stance, if some people are offered airline flight insurance
that covers death from any cause during the trip and oth-
ers are offered insurance that covers only against death
from terrorism or mechanical failure, people are willing
to pay more for the latter policy even though the former
would cover both named hazards as well as any other,
such as pilot error.40 This seems to happen because the
mention of specific dreaded causes produces a mental

picture which causes greater anxiety than the more gen-
eral and abstract hazard.

Substances, such as nuclear waste, that evoke dread re-
sponse can acquire “stigma.”41 Public response to stigma
is often to demand that exposure be reduced not just to a
safe level but to zero, with no tolerance. This can be very
disruptive and lead to inefficient regulation, a break-
down of consensus among stakeholders, and a disap-
pearing market for what might be reasonably safe and ef-
ficient products or services.42

� When considering very improbable risks with cata-
strophic costs, people often confuse “very small proba-
bility” with “zero probability” and thus discount the risk
altogether.43 The risk of the entire human species being
killed by an asteroid hitting the earth is unbelievably
small, about one chance in 50 million in any given year,
so most of us act as though such a thing could not possi-
bly happen during our lifetime. But the consequences
should this happen are so great that a number of scholars
believe humankind is making a grave mistake by ne-
glecting this hazard.44

IV. Experts and Risk

We might hope that expert judgment would be less subject to
irrationality than that of laypeople, but a large body of re-
search on expert opinions about uncertain technical ques-
tions finds a number of common patterns of false reasoning
or irrationality. When experts or laypeople make guesses or
estimates of uncertain quantities, both tend to be overconfi-
dent and underestimate the uncertainty of their estimates. A
panel of seven prominent engineers was asked to estimate a
range of answers to a basic question about how high a retain-
ing wall could safely be built, so that they were confident
that there was a 90% probability that the correct answer lay
within this range. While the basic guesses were not bad, the
90% confidence intervals were uniformly much too small
and not one of the engineers had the correct answer within
his interval.45 This means that while their basic estimates
were not bad, the engineers were much too confident in
these estimates and did not understand how far off they
might be.

This overconfidence combines with another observed
tendency: when experts give their opinion about scientifi-
cally uncertain matters that have even indirect connections
to political controversies, their opinions tend to be strongly
influenced by their politics. A study of a number of experts
on nuclear power in the early 1980s asked three completely
unrelated questions: How much would demand for electric-
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ity grow in the next 20 years? How much high-quality ura-
nium ore was there in the ground? How quickly would the
cost of producing solar electricity fall in the next 20 years?
Each of these questions was scientific, meaning that there
was a definite answer that could ultimately be found (by
waiting 20 years and looking at electricity consumption,
uranium supplies, and solar energy prices).46 There is no
good reason to think that the answer to any of these ques-
tions has anything to do with the answer to another; the de-
mand for electricity cannot affect how much uranium is in
the ground.

The experts’ answers to these questions fell into two
groups. Most of those who believed that energy demand
would rise sharply tended to think that uranium resources
were scarce and that solar energy would remain expensive.
Those who believed that energy demand would not rise very
much tended to think that uranium was plentiful and that the
cost of solar power would drop. Very few respondents fell
outside this polarized pattern.

These patterns were explained by asking a fourth ques-
tion: the first group (high demand for electricity, scarce ura-
nium, expensive solar energy) tended to support a political
program to build nuclear fast-breeder reactors, while the
second group opposed building these reactors. The answers
to the scientific questions about energy demand and so on
tended to fall in line with what would support the political
position of the respondent.

Where science is uncertain, scientists who favor develop-
ing nanotechnology quickly may similarly tend to produce
high estimates of the beneficial aspects of nanotechnology
and low estimates of the negative aspects, while scientists
who prefer to go slowly with nanotechnology may believe
the opposite. The influence of personal preferences on esti-
mates of purely scientific questions about nanotechnology
might be a fruitful area for research.

V. Science and Trans-Science

To better manage uncertainty in politically important scien-
tific questions, two prominent scholars of science policy,
Harvey Brooks and Alvin Weinberg, introduced a distinc-
tion between science and what Weinberg named “trans-sci-
ence.”

47 Trans-science refers to questions that are formally
scientific—they contain hypotheses that can, in principle,
be tested empirically—but unlike in regular science, trans-
scientific hypotheses cannot be tested in practice. Per-
forming the tests may be too expensive, too time-consum-
ing, or unethical. The hypothesis that global warming will
raise the average surface temperature of the earth by 2.7 de-
grees in the year 2100 is trans-scientific because in 2100 we
will know unambiguously whether the hypothesis was true
or false, but it is not possible to test it empirically today.

Brooks and Weinberg suggest that we would manage dis-
putes over technological policy issues better if we clearly

distinguished scientific questions, which can be resolved
with empirical tests by the experts, from trans-scientific
questions, which call for personal judgment and may re-
quire greater participation by the public.

When public policy decisions center on trans-scientific
questions, debates can become rancorous and divisive. Peo-
ple’s political interests tend to influence their scientific
opinions so that the usual method of settling disputes with
empirical tests is not possible. In such cases, Brooks recom-
mends distinguishing between two modes of resolving dis-
putes: consensus-building and adversarial contests.48 Con-
sensus-building follows the standard scientific model of
gathering evidence and debating with an eye toward estab-
lishing broad agreement on factual matters. It is possible if
both sides of the dispute can agree on criteria that would
cause either side to concede its position. Then, even if the
trans-scientific question cannot be answered with certainty,
both sides can agree on the terms of discussion. So long as
experts on either side of a technically complex policy ques-
tion can seek consensus, it makes some sense to follow a
technocratic approach.

On the other hand, if the two sides cannot even agree on
how they would seek consensus, the dispute must be han-
dled in an adversarial manner, analogous to a courtroom
trial.49 When scientists are engaged in adversarial debate
about policy, Brooks suggests that there is no good reason to
give them a privileged position. Without an empirical reso-
lution to the argument, someone must serve as jury, and
there is no good reason why that should not be representa-
tives of the informed public. If the public is the ultimate ar-
biter of the legitimacy of regulatory policy, then it is impera-
tive that debates be conducted with public participation.50

We can learn from the mistakes of the past. Three exam-
ples of how not to manage uncertain risks are the way the
British Ministry of Agriculture, Fisheries, and Food han-
dled the mad cow crisis of 1996, the way the U.S. Environ-
mental Protection Agency (EPA) handled the Alar scare in
1989, and the way the Nuclear Regulatory Commission
(NRC) handled public concern about reactor safety in the
late 1970s. In all three cases, scientific experts sacrificed
their credibility by claiming expert privilege and certainty
for what were in fact mere opinions and guesses.

When mad cow disease was first reported in British cattle
in 1988, and for many years thereafter, the British govern-
ment assured the public that British beef was perfectly
safe.51 In 1996, scientists reported that at least a few people
were catching incurable fatal brain disease by eating tainted
beef. Some warned of an epidemic that could kill hundreds
of thousands. As Sheila Jasanoff describes the result,
“[T]rust in government vanished and people looked to other
institutions—the high street butcher, the restaurant, the me-
dia, the supermarket—for information and advice to restore
their security. It was as if the gears of democracy had spun
loose, causing citizens, at least temporarily, to disengage
from the state.”52
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Subsequent epidemiology showed the warnings of wide-
spread epidemics to be just as baseless as the government’s
reassurances. Current estimates of the human toll conclude
that there will be a total of around 200 deaths from the Brit-
ish epidemic.53 But once government had squandered its
credibility with baseless assurances, it was in no position to
moderate the panic and prevent the public from overreacting
to this genuine but very small risk.

A similar case occurred in the United States in 1989.54

Apples were frequently treated with the chemical damin-
ozide (trade name Alar) to extend their shelf life. EPA had
proposed banning daminozide and then reversed itself when
its Science Advisory Panel concluded there was insufficient
evidence to support the ban. EPA opened its scientific re-
view hearings on Alar to representatives from Uniroyal, the
principal manufacturer of Alar, but not to environmental or
consumer safety groups. This convinced large segments of
the public that EPA had been captured by industry interests.
Consumers did not trust reassurances from EPA and indus-
try and refused to buy Alar-treated apples. This forced
growers to abandon Alar and Uniroyal to withdraw it from
the market.

Finally, the accident at the Three Mile Island nuclear re-
actor in 1979, after years of assurance from the NRC that
such accidents were absurdly improbable, irreparably dam-
aged public trust in the safety of nuclear power.55 Regard-
less that no one was injured or killed in the accident, that
only negligible amounts of nuclear radiation were re-
leased, or that coal-fired power plants are millions of times
more deadly, public opposition to nuclear power became
strong enough that no new nuclear power plants have been
built since.

VI. Trust, Regulation, and Uncertainty

A common thread of these regulatory disasters is the loss of
public trust in scientific experts and in regulatory agencies.
When the public stops trusting experts and government to
provide accurate and honest assessments of risk, the result-
ing backlash can be very destructive. Similarly, when a
trusted company or industry loses its good name and good
will, the loss can be catastrophic. In regulating nanotech-
nology, it is important to avoid repeating these mistakes, be-
cause if the public loses trust in expert assurances of nano-
technology’s safety, even safe, effective, and environmen-
tally friendly nanotechnology may disappear in the face of
consumer backlash.

Studies of expert opinion about risk suggest that scientists
and engineers conducting risk analyses of new technologies
tend to focus on the risks that lie in their areas of expertise
and particularly on those risks that are commonly discussed
in the scientific literature, while giving little care either to

the prospect of serious unanticipated types of risk, or to eco-
nomic and political risks to the industry’s market.

56

In considering how to balance the benefits of nanotech-
nology against its largely unknown risks and how to weigh
those risks against the known risks of conventional technol-
ogies, it is worth considering whether a cost-benefit ap-
proach might provide guidance as to when a modified pre-
cautionary principle would be an appropriate response to
uncertain risks of the new technologies. Many applications
of nanotechnology today represent luxuries or minor im-
provements to existing goods. Delaying a new cosmetic
product in order to more thoroughly assess its safety is not
comparable to lags in the release of potentially life-saving
medicines. Increasing the strength-to-weight ratio or the
stiffness of a tennis racquet, a ski, or a bicycle frame is not
comparable to reducing noxious effluents from manufactur-
ing plants. There is no good reason not to apply more pre-
cautionary regulations to the less essential uses of nanotech-
nology while accepting greater exposure to novel hazards if
the prospective benefits are revolutionary.

Quantitative tests of prospective costs and prospective
benefits are likely to be of little use and may indeed be harm-
ful because assigning numbers, however qualified by uncer-
tainty, tends to raise false expectations of precision and ac-
curacy in public debate. However, some simple qualitative
tests may be useful. If nanotechnology merely provides in-
cremental improvements in the qualities of an existing prod-
uct, there is no compelling case to rush the technology to
market before carefully assessing health and environmental
impacts. In these cases, a precautionary approach, similar to
that taken in approving new drugs, is appropriate. On the
other hand, in those places where nanotechnology offers a
revolutionary change, creating goods qualitatively different
from what is currently available and which fill important
niches in the national interest, then a more lenient regulatory
regime, as with the FDA’s fast track for essential drugs,
seems wise. To maintain public trust over the long term, it
will also be important to engage all stakeholders in the pro-
cess of managing nanotechnological hazards. Consistently
clear, open, and reciprocal communication between public,
regulators, industry, and other stakeholders is essential to
avoiding crises of confidence when problems arise.

Today, nanotechnology enjoys high esteem with consum-
ers. Marketing departments prominently advertise the pres-
ence of nano-anything in products. There is no sign that con-
sumers make any emotional connection between nanoparti-
cles in their makeup and the gray goo of science fiction. How-
ever, overconfidence on the part of industry or regulators
and blithe assurances that there is no risk associated with
nanotechnology would not be wise. Eventually, there will
be serious environmental and health effects from some kind
of nanotechnology, probably in ways that we have not yet
imagined, and how successfully scientists, industry, and reg-
ulatory agencies manage that crisis depends on the ground-
work developed now and in the next few years for communi-
cating honestly and clearly about risk and uncertainty.
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